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Abstract—Mobile crowd sensing and computing (MCSC) has 

become a hot research area in recent years. This article presents 

our vision of the next generation of MCSC, Crowd Intelligence 

with the Deep Fusion of Human, Machine, and IoT, namely 

CrowdHMT. It aims to build a self-organizing, self-learning, self-

adaptive, and continuous-evolving smart space with the deep 

fusion of Crowdsourced Human, Machine, and IoT intelligence. 

This paper firstly characterizes the concept of CrowdHMT. We 

further investigate its challenges and techniques, and present its 

main application areas. Finally, we make discussions about the 

open issues and future research directions of CrowdHMT. 

 
Index Terms—AIoT; crowd intelligence; crowd sensing and 

computing; edge intelligence; urban computing. 

 

I. INTRODUCTION 

BIQUITOUS sensing and computing is one of the key 

topics in computer science [1]. In recent years, a wide 

range of mobile and embedded devices (e.g., smartphones and 

wearables) with rich sensing and computing capabilities have 

stimulated the emergence and development of a novel sensing 

and computing paradigm, i.e., Mobile Crowd Sensing and 

Computing (MCSC) [2]. MCSC empowers and inspires 

massive ordinary users to contribute their sensing data, e.g., the 

ambient environment and social data. With the help of 

heterogeneous data aggregating and analyzing techniques, such 

a paradigm has benefited various complex and large-scale 

sensing and computing tasks [3]. Different from traditional 

stationary wireless sensor networks, MCSC takes advantage of 

the inherent mobility nature of mobile users and the rich sensing 

capabilities of sensor-enhanced devices to gain a wealth of 

knowledge at the urban/community scale. The human-centric 

and collective participating nature of MCSC also raises 

numerous challenging issues, such as participant profiling and 

task allocation [4], [5], crowdsourced data selection and 

aggregation [6], [7], data privacy and incentive mechanisms [8], 

[9]. To address those issues, many research efforts have been 

devoted to MCSC during the last decade, where numerous 

successful applications (Google Waze 1 , SeeClickFix 2 ) and 

 
1 https://www.waze.com 
2 https://seeclickfix.com 

support platforms (e.g., CrowdOS3 ) are developed. Though 

stepping into a relatively mature stage, quite recently, several 

emerging technologies are driving the formation and evolution 

of the next generation of MCSC, as clarified below. 

(1) The emergence of Artificial Intelligence of Things 

(AIoT) [10]. With the rapid development and cross-field fusion 

of Internet of Things (IoT), big data, and Artificial Intelligence 

(AI) techniques, AIoT has become a new frontier field with 

fascinating prospects. AIoT enables the collection of multi-

modal data at real-time, and then utilizes data mining and 

machine learning algorithms on the end devices, edge clusters 

or cloud servers for intelligent processing. AIoT will empower 

several important domains such as smart city, intelligent 

manufacturing, and public safety. Specifically, AIoT builds the 

comprehensive interconnection of Human, Machine, and IoT to 

boost the quality of intelligent industrial manufacturing and 

service management.   

(2) The development of crowd intelligence in AI 2.0. As 

envisioned in Li et al. [11], AI is moving towards the 2.0 era, 

where crowd intelligence becomes one of the promising 

research directions. Crowd intelligence emerges in massive 

autonomic agents. It is motivated to carry out challenging 

computational tasks under a certain Internet-based environment. 

Particularly, the Internet-based crowd intelligence aims to 

integrate and interweave the crowd and machine capabilities 

seamlessly to deal with complex and large-scale problems. 

AIoT plays a key role in the fusion of Human and IoT devices, 

thus, how to utilize and combine group collaboration and crowd 

intelligence to further enhance its sensing and computing 

capabilities has become an important research issue.  

(3) Interdisciplinary research on human-machine systems. 

In recent years, some cutting-edge research has explored the 

collaboration between human and machine. For example, the 

term “Human Computation” was coined in 2005 by Michelle of 

Cornell University [12], which emphasizes that the 

combination and collaboration of human and machine 

intelligence can be used to solve complex problems. 

Furthermore, the concept of “Machine Behavior” is put forward 

in 2019 by the Nature magazine [13], which emphasizes the 

cooperation and coevolution theory of human-machine 

behavior across spaces. In the same year, researchers from the 

MIT AI-Lab [14] present a swarm robotic system based on 

statistical mechanics, which is capable of simulating 

collaborative behavior of biological organisms, such as object 

delivery or obstacle avoidance. Meanwhile, the Gartner 

 
3 https://www.crowdos.cn 
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Company develops the concept of “Smart Space” 4, which is 

ranked as one of the Top 10 Strategic Technology Trends for 

2020. Specifically, it points out that the rapid development and 

deep fusion of some advanced technologies, such as AI, IoT, 

edge computing, digital twins, and so on, will provide a highly-

integrated smart-space for smart city, smart community, 

intelligent manufacturing, and other fields.  

In summary, the collaborative fusion of human, machine and 

IoT has become an emerging trend, and will promote the 

development of a new generation of crowd sensing and 

computing. This paper extends traditional “people-centric” 

MCSC that merely focuses on collecting sensing data, and 

further presents the next-generation of MCSC, CrowdHMT 

(Crowd intelligence with the deep fusion of heterogeneous 

“Human-Machine-IoT” agents). CrowdHMT investigates the 

basic principles and mechanisms of heterogeneous crowd 

intelligence collaboration, and further promote the organic 

connection, collaboration and enhancement of human, machine 

and IoT. It aims to build a smart sensing and computing space 

with promising capabilities such as self-organization, self-

learning, self-adaptation, and continuous evolution. 

Particularly, the key contributions of this paper can be 

summarized as follows:  

⚫ Investigating the next generation of MCSC, namely 

CrowdHMT, and characterizing the key features and 

concepts of CrowdHMT.  

⚫ Presenting the major challenges and key techniques of 

CrowdHMT, including the human-machine-IoT 

collaboration mechanism, self-organization and self-

adaptation, crowd-agent-oriented distributed learning, and 

crowd transfer learning.  

 
4 https://www.gartner.com/en/newsroom/press-releases/2019-10-21-

gartner-identifies-the-top-10-strategic-technology-trends-for-2020 

⚫ Reviewing two major application scenarios of 

CrowdHMT, including urban computing and intelligent 

manufacturing.  

⚫ Discussing open issues and future directions of 

CrowdHMT, including community ecology, community 

learning and evolution, and human-machine intelligence.  

The remainder of the paper is organized as follows. In 

Section II, we characterize the unique features and concept of 

CrowdHMT. Section III presents the research challenges and 

key techniques of CrowdHMT. In Section IV, we review two 

applications of CrowdHMT. The open issues and future trends 

are discussed in Section V. Finally, we conclude the paper in 

Section VI. 

II. CHARACTERIZING CROWDHMT 

Before introducing the definition of CrowdHMT, we first 

present the key elements in CrowdHMT, including human, 

machine, and IoT, as shown in Fig. 1.  

⚫ Human refers to a crowd of ordinary people and their 

associated smartphones or other mobile/wearable devices 

in the social space. Human is specialized in human 

intelligence (e.g., individual or crowd intelligence) in 

CrowdHMT, and they also participate in crowd sensing 

and computing using their mobile devices [2].  

⚫ Machine is in the form of rich Internet applications and 

cloud devices in the cyber space. With the prevalence of 

traditional Internet and mobile Internet, plenty of multi-

model data and a variety of computing resources are 

aggregated in the cyber space [15].  

⚫ Internet of Things (IoT) includes IoT devices and edge 

devices that are ubiquitously distributed in the physical 

 

Fig. 1. The concept graph of CrowdHMT.  
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space. With the rapid development of IoT, a wide range 

of smart IoT devices plays an underlying role in sensing 

and understanding temporal and spatial variation in the 

dynamic physical space [16].  

In general, the organic fusion of human, machine and IoT 

plays a fundamental role in sensing and computing in the same 

situation/application. In view of their complementary nature, 

they further need to interact and collaborate with each other to 

enhance the ability for executing complex sensing and 

computing tasks. Below we give a general definition of 

CrowdHMT.  

Definition of CrowdHMT. Based on the deep fusion of 

Crowdsourced Human, Machine, and IoT intelligence, 

CrowdHMT aims to build a self-organizing, self-learning, self-

adaptive, and continuous-evolving smart sensing and 

computing space, which is achieved by harnessing the 

complementary crowdsourced sensing/computing resources, as 

well as the interaction, collaboration, and competition of 

heterogeneous “agents”, to promote the individual/crowd 

performance on sensing, cognition, and decision making.  

In recent years, “people-centric” crowd sensing and 

computing has been studied extensively [2], including the 

research on data collection and data processing. Furthermore, 

traditional swarm intelligence [17], has successfully explored 

how to complete complex tasks (e.g., decision making, 

collective movement) by enhancing the collaboration and 

interaction among homogeneous agents. Different from the 

research fields mentioned above, CrowdHMT extends the 

definition of crowd intelligence, and expands the breadth and 

depth of research problems on sensing and computing with 

heterogeneous agents. Specifically, it focuses on studying the 

theory, model and approach in view of the deep fusion of human, 

machine, and IoT. Therefore, there are numerous novel 

challenges to be solved, as discussed in the next section.  

III. KEY CHALLENGES AND TECHNIQUES 

CrowdHMT brings lots of opportunities for the development 

of crowd computing systems. However, it is also faced with 

numerous challenges. In this section, we focus on the key 

challenges and techniques to be addressed.  

A. The human-machine-IoT collaboration mechanism 

Most existing research on crowd intelligence focuses on the 

collaboration among homogeneous agents, but CrowdHMT 

pays more attention to the collaboration and interaction among 

heterogeneous agents to enable ‘augmented’ crowd intelligence, 

which needs to be further explored in theory and practice.  

⚫ Bio-inspired crowd intelligence emergence. The widely-

existing interaction, cooperation and competition 

behaviors within biological communities provide an 

essential basis for the building of a self-organizing, self-

learning, self-adaptive, and continuous-evolving 

CrowdHMT system. It is necessary to explore and mine 

the emergence and fusion of human, machine and IoT 

intelligence, by means of gaining an insight into the 

implicit correlation and mapping mechanism between 

biological communities and heterogeneous CrowdHMT 

agents. There are several representative examples that can 

be leveraged from natural systems: the formation and 

evolution of flocks of animals [18], [19], [20] (e.g., ants, 

bees, birds, fishes), collective animal motion [21], self-

organizing and self-adaptive patterns [22], group decision 

making[23], and so on.  

⚫ Efficient collaboration mechanism among CrowdHMT 

agents. A CrowdHMT eco-system consists of various 

elements, including human, machine, IoT, environment, 

etc. To facilitate the collaboration among these 

heterogeneous agents, it is important to draw on the 

knowledge and principles about organic collaboration and 

organization in biological systems [21].  

⚫ Unified model representation for heterogeneous 

CrowdHMT agents. CrowdHMT takes advantage of 

human, machine and IoT to enhance the system 

performance. Nevertheless, the usage of heterogeneous 

agents also introduces several issues, such as the 

heterogeneity of data representation, the diversity of 

individual skills, the fragmentation of information, etc. 

Hence, it is fundamental to build a unified representation 

model to characterize heterogeneous agents, from the 

aspects such as organization pattern, decision making, 

knowledge representation, and so on. 

There have been quite a few studies that leverage bio-

inspired mechanisms to build artificial crowd intelligence 

systems. Though the interactions among nearby individuals in 

the group can be simple and straightforward, they could 

complete complex tasks by means of distributed collaboration 

[21]. Swarm robotics [24] is a typical artificial crowd 

intelligence system that mimics the diverse collective behaviors 

of animal groups. For example, researchers at Harvard 

University present a multi-agent construction system by 

analogizing the collective behavior of mound-building termites, 

which could construct complex structures by automatically 

generating low-level rules for autonomous climbing robots [25]. 

Li et al. [14] from MIT propose a robotic system whose 

behavior could simulate the collective cell migration. 

Specifically, particle robotics in the proposed system could 

achieve some complex behaviors (e.g., robust locomotion, 

object transport and phototaxis) by exploiting the phenomena 

of biological cytology, such as statistical mechanics, 

information exchange, etc. This study provides a new idea and 

approach to develop large-scale swarm robotic systems. 

Furthermore, researchers from the University of California 

study the deep correlation between biological and artificial 

systems based on reinforcement learning [26]. On the one hand, 

the success of reinforcement learning algorithms derives from 

the simulation of learning behaviors in biology. On the other 

hand, the exploration and development of reinforcement 

learning contributes to the understanding of biological learning 

behavior. Recently, some new learning models have been 

proposed inspired by the fusion of biological and artificial 

systems, such as Meta-Reinforcement Learning [27], Feudal 

Reinforcement Learning [28], etc.  



IEEE INTERNET OF THINGS JOURNAL 

 

4 

B. Self-organization and self-adaptation  

Compared to traditional computing systems, CrowdHMT is 

faced with some new problems, such as the variability of the 

environment, the diversity of human-machine-IoT agents, and 

the dynamics of crowd-agent connection topology. Therefore, 

CrowdHMT should be able to organize each element adaptively 

to meet the dynamic environments and application scenarios, to 

improve the efficiency and quality of collaboration among 

heterogeneous crowd-agents. Specifically, the following key 

challenges need to be solved.  

⚫ Multi-dimensional context recognition. To enable and 

facilitate the effective organization and collaboration of 

heterogeneous crowd-agents, it is necessary to first 

accurately recognize and predict the multi-dimensional 

contexts of CrowdHMT agents, such as energy state, 

computing power, communication bandwidth, network 

topology, trustworthiness, and so on.   

⚫ Crowd-agent self-organizing computing. It becomes a 

necessity to form a dynamic collaboration group with 

multiple mobiles, wearable or edge devices coexisting in 

the surrounding area, to solve the problem of insufficient 

computing resource of a single agent (e.g., the so-called 

edge intelligence [29]). The self-organization of 

CrowdHMT agents (e.g., dynamically forming groups and 

collaboration) to meet diverse performance requirements 

(e.g., computing delay, accuracy) and runtime 

environments (e.g., network connection, energy 

consumption, etc.), however, becomes a crucial issue to be 

addressed. 

⚫ Cross-space collaborative sensing and computing. 

According to specific sensing tasks (such as public safety 

event monitoring), we need to study how to quickly 

discover highly correlated groups in different spaces (e.g., 

crowd sensing participants, mobile Internet applications, 

urban IoT sensing devices) and investigate the 

collaborative strategies among them to enable efficient 

and effective sensing and computing.  

There have been some prospective studies on the problem of 

context-adaptive organization and collaboration. In terms of 

collaborative computing among agents, Edge Intelligence [29] 

could connect resource-constrained edge and end devices to 

enhance data sensing and computing by some effective 

collaboration techniques, such as multi-device collaboration 

and end-edge collaboration, thus large-scale deep models can 

be deployed on end-devices by effective segmentation and 

distributed learning, such as the NeuroSurgeon model proposed 

by the University of Michigan [30]. In addition, the self-

adaptive and self-organizing mechanism of biological systems 

provide an important basis for the study of artificial swarm 

intelligence systems. For example, Cully [31] proposes an 

intelligent trial-and-error algorithm inspired by animal adaptive 

mechanisms, which allows robots to find an adaptive solution 

in a short time under abnormal conditions. Researchers from 

Harvard University [32] are inspired by multicellular organisms 

and complex animal structures (e.g., flocks of birds and fishes), 

and design an effective distributed interaction mechanism based 

on Kilobots (robots with limited capabilities), which enables 

robust self-organization and collaboration behavior in the case 

of large-scale robots, including aggregation, formation, 

dynamic transformation, etc. 

C. Crowd-agent-oriented distributed learning  

An individual agent is often limited in its richness of data and 

experience, and thus the trained learning model is more or less 

weak to address different application scenarios and dynamic 

contexts. How to enable the collaborative and augmented 

learning of human-machine-IoT agents in a crowd-oriented 

distributed environment is a new challenge of CrowdHMT.  

⚫ Crowd distributed learning model. It is necessary to 

explore a crowd distributed learning model based on the 

interactive learning mechanism of the biotic community 

[23], which integrates the characteristics such as 

collaboration, competition, and confrontation. In addition, 

a trusted crowd intelligence learning method should also 

be developed when the individual agent has limited data 

and high privacy requirements [33].  

⚫ Human-machine-IoT collaborative learning. It is all 

known that the learning and computing capabilities of 

humans and machines are complementary and different. 

Thus, it is necessary to study the learning models and 

paradigms such as human-in-the-loop machine learning 

[34] and human-machine hybrid intelligence [35]. The 

challenges include the design of effective collaboration 

modes, the determination of the right collaboration time, 

and the way to minimize human effort in collaborative 

learning.  

⚫ Edge-enhanced Crowd Intelligence. The processing of 

large-scale data from plenty of terminal devices by 

traditional cloud computing will consume too much 

network resources and increase response times, especially 

for a large number of heterogeneous agents in CrowdHMT. 

Therefore, we need to explore edge-enhanced crowd 

intelligence in CrowdHMT by leveraging edge computing 

to achieve real-time data processing, and build a 

distributed platform that integrates communication, 

computing, storage, and application taking into account of 

different characteristics of heterogeneous human-

machine-IoT agents.  

⚫ Federated Crowd Intelligence. For collaborative machine 

learning without centralized training data in the distributed 

system, it is necessary to consider the privacy problem 

when sharing data, model and knowledge. To achieve 

crowd intelligence in the distributed environment taking 

privacy into consideration, some challenges should be 

tackled, such as developing communication-efficient 

methods that reduce the total number of communication 

rounds, tolerating low levels of device participation, etc.  

Recently, there has been some research progress on the 

problem of distributed reinforcement learning, such as 

federated learning, swarm learning, and multi-agent deep 

reinforcement learning. Federated learning [36] , first proposed 

by Google, aims to build a machine learning model based on 

datasets distributed on multiple devices. Specifically, it 

implements efficient learning through multi-device 
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collaboration to enhance the ability of crowd agents, under the 

premise of guaranteeing the privacy and security of data 

exchange. Swarm learning [37] is a fully-decentralized machine 

learning approach, which leverages blockchain-based peer-to-

peer networking and coordination for maintaining data privacy. 

However, different from federated learning, it does not need a 

centralized coordinator in the learning process. The success of 

swarm intelligence has been proved on training classifiers for 

diseases such as COVID-19 using distributed data in different 

clinics. Multi-agent deep reinforcement learning (MADRL) [38] 

takes advantage of the collaboration and competition among 

agents to motivate new forms of intelligence. For example, in 

[39], DeepMind shows its latest progress of MADRL, where 

the agents are capable of mastering strategies, understanding 

tactics, and making team collaboration in a multi-player video 

game-StarCraft II.  

D. Crowd Transfer Learning 

Generally speaking, the superior performance of most 

existing deep learning models is conditioned on large-scale 

training data, and most of them cannot work well when there 

are few or no labeled data. Therefore, it is necessary to enable 

crowd transfer learning in CrowdHMT, which aims to transfer 

prior knowledge learned from the tasks/domains with abundant 

data to improve the performance in the data-scarce 

tasks/domains.  

⚫ Inter- and inner-agent knowledge transfer. In many real-

world scenarios, agents may suffer from limited data or 

heterogeneous data distribution, such as the cold-start 

problem or the few-shot problem when facing new 

individuals, new tasks, and new scenarios. Therefore, it is 

necessary to explore the inter-agent and cross-task (inner-

agent) knowledge transfer methods, which could transfer 

the knowledge of multiple experienced agents (or data-

rich tasks) to inexperienced agents (or new tasks), and 

realize the continuous learning and evolution of agents. 

⚫ Multi-agent meta-learning. As is well known, a good 

machine learning model often requires training with a 

large number of samples. Humans, in contrast, learn new 

concepts and skills much faster and more efficiently. 

Therefore, how to design a learning model capable of well 

adapting or generalizing to new tasks and new 

environments is an important research problem for 

CrowdHMT, since the agents in a complex environment 

are often facing the problem of data sparsity. Specifically, 

the model should learn the prior knowledge and skills 

from other agents/tasks, and then quickly adapt to new 

agents/tasks with a few training examples.  

⚫ Federated transfer learning. The transferring and sharing 

of knowledge in different tasks or domains can raise 

significant privacy concerns, with information being 

sensitive and vulnerable to privacy attacks. Therefore, it is 

necessary to enable knowledge transfer in consideration of 

user’s privacy and data security, and to achieve collective 

learning of multiple agents based on their own data to 

solve the problem data island.  

Some recent works have leveraged transfer learning methods 

to solve the few-shot problem in many practical applications. 

Christianos et al. [40] propose a Shared Experience Actor-

Critic (SEAC) algorithm, which applies experience sharing in 

an actor-critic framework by combining the gradients of 

different agents. Yang et al. [41] propose a Multiagent Option-

based Policy Transfer (MAOPT) framework. Specifically, 

MAOPT learns what advice to provide and when to terminate 

it for each agent by modeling multiagent policy transfer as the 

option learning problem. Omidshafiei et al. [42] present a 

Learning to Coordinate and Teach Reinforcement (LeCTR) 

algorithm for intelligent agents to learn to teach in a multi-agent 

environment. Particularly, it addresses peer-to-peer teaching in 

cooperative multi-agent reinforcement learning. Liang et al. [43] 

present Federated Transfer Reinforcement Learning (FTRL) 

framework, which could enable real-time knowledge extraction 

and knowledge transfer among different RL agents in different 

environments. Peng et al. [44] present a federated domain 

adaptation method, which aims to align the representations 

learned from different nodes with the data distribution of the 

target node by adversarial learning. In addition, a dynamic 

attention mechanism is designed to enhance knowledge transfer 

by leveraging feature disentanglement.  

IV. TWO APPLICATION SCENARIOS OF CROWDHMT 

CrowdHMT has important and potential application 

prospects in many fields, including smart cities, intelligent 

manufacturing, energy systems, etc. In this section, we will 

illustrate some main applications based on some preliminary 

exploratory research we are currently conducting.   

A. Urban Computing 

Urban computing studies aim at solving the complex and 

practical problems widely existed in cities, through 

continuously sensing, gathering and mining multi-source and 

heterogeneous data. The rapid development of the AIoT has 

boosted CrowdHMT and become an important development 

direction for urban computing to complete complex urban tasks.  

Cities are characterized by temporal and spatial features. In 

the urban task platform, a large number of released tasks have 

temporal and spatial correlation in many cases, which in turn 

reflects similar regularities in the data distribution. However, 

many new crowd tasks suffer from the problem of missing data 

due to fewer participants or difficulty in data collection, which 

will lead to the ineffective provision of crowd services. To solve 

the problem of missing and insufficient data in new tasks, we 

conduct research on cross-task knowledge transfer for crowd 

intelligence in view of temporal and spatial correlation [45]. 

Particularly, we aim to enable cross-task knowledge transfer by 

mining and utilizing the crowd knowledge of existing task 

entities, to improve the service quality of crowd tasks in urban 

computing.  

We propose a cross-city and cross-entity knowledge transfer 

model, namely CityTransfer, to solve the cold-start problem in 

the new city and new task [46]. The framework of CityTransfer 

is given in Fig. 2. More specifically, it first collects multi-source 

sensing data for multiple cities from crowd sensing (i.e., 

Human), mobile Internet (i.e., Machine) and IoT devices (i.e., 
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IoT), including crowd flow data, POI distribution data, the 

trajectory data of taxis and bikes, etc. On the one hand, it 

extracts high-quality semantics by AutoEncoder to reconstruct 

original features, and then extends the SVD (Singular Value 

Decomposition)-based CF (Collaborative Filtering) model to 

make it possible to transfer the intra-city knowledge from 

similar tasks in the same city. On the other hand, we build 

correspondence between two cities by computing the Pearson 

correlation coefficient based on spatial-temporal features, and 

transferable features are further learned to enable inter-city 

knowledge transfer from other cities.  

Our proposed model has shown superior performance on 

real-world urban datasets from four different cities. The results 

indicate that by leveraging two-fold knowledge transfer, our 

model is much better than other non-transfer methods. We also 

obtain some findings that can be used to steer better knowledge 

transfer among cities. For example, the transferring of both 

inter-city and intra-city knowledge performs better than single-

fold knowledge transfer. In addition, for a target city, there 

could be several candidate source cities to be chosen for 

knowledge transfer, and carefully choosing source cities can to 

some extent improve the performance. Specifically, there are 

several common factors that could be useful for source city 

selection: First, the source city should have more instances of 

the target enterprise. Second, the source city should better be 

geographically close to the target city, which usually represents 

higher city similarity. 

To solve the few-shot learning problem in urban computing 

and enhance the performance of knowledge transfer, we further 

explore multi-city knowledge transfer. We use the optimal store 

placement scenario as a practical application to illustrate our 

recent research on knowledge transfer.  

Optimal store placement is one of the most fundamental 

services in urban computing for the development of brick-and-

mortar chain enterprises (e.g., Starbucks, Walmart, etc.) [47], 

as it can provide insights for the future success of the chain 

enterprise when placing a new store at the given candidate 

location. Specifically, optimal store placement aims to identify 

the optimal location for a new brick-and-mortar store that can 

maximize its sale by analyzing and mining users’ preferences 

from large-scale urban data (e.g., retail enterprise data, user data, 

POI data, etc.) from different sources (e.g., Human, Machine 

and IoT). In recent years, the expansion of chain enterprises in 

new cities brings some challenges because of two aspects: 1) 

data scarcity in new cities so that most existing models cannot 

work because the superior performance of these works is 

conditioned on large-scale training samples; 2) data distribution 

discrepancy among different cities so that knowledge learned 

from other cities cannot be utilized directly in new cities.  

Previous studies have used transfer learning to solve the data 

scarcity problem by transferring available knowledge from 

those cities with abundant data (i.e., source city) to improve the 

performance in the data-scarce city (i.e., target/new city) [48]. 

However, the major downside of these transfer models is that 

they focus on transferring knowledge from only a single source 

city, which limits the performance of knowledge transfer 

because knowledge learned from multiple cities could be 

comprehensive and complementary. Furthermore, the 

knowledge transfer could hurt the performance due to the 

negative transfer if the data distribution between source city and 

target city is significantly different.  

In view of the above reasons, we aim to make sufficient use 

of samples in data-rich cities and transfer knowledge from 

multiple source cities. We propose MetaStore [49], a task-

adaptative model-agnostic meta-learning framework for 

optimal store placement in new cities with insufficient data, by 

transferring prior knowledge learned from multiple data-rich 

cities. The framework of MetaStore is shown in Fig. 3, 

consisting of two major components: the base network and the 

attention network. The main idea of MetaStore is to combine 

the base network and the attention network to quickly adapt to 

a new city in view of multi-modal data distribution. In order to 

acquire city-specific prior knowledge learned by the meta-

learner, we first leverage the attention network to generate a set 

of city-specific parameters regarding the unique characteristic 

of the city, and then the output vector of the attention network 

is fed in the base network to modulate parameters of the base 

network through the attention-based modulation layer. Finally, 

the parameters of the modulated base network are further 

updated to adapt to the new city by the base-learner.  

Our proposed model has shown superior performance on 

transfer project in cooperation with Alibaba. Compared with 

traditional supervised learning models (e.g., LR, GBDT) real-

 

         Fig. 2. Crowd knowledge transfer across cities and tasks [46].  
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world urban services, and it is verified in the knowledge  and 

deep learning models (e.g., DNN, CNN, etc.), MetaStore has a 

larger performance gain on commonly used metrics (e.g., the 

accuracy rate and error rate) in some spatio-temporal prediction 

tasks, such as site recommendation and flow prediction, and the 

empirical results demonstrate that our model has over 20% 

accuracy improvements compared with existing models in the 

business case.  

B. Intelligent Manufacturing 

The broad connection of multiple heterogeneous agents (e.g., 

human, machine, and IoT elements) is the key characteristic of 

the prospective intelligent manufacturing scenes, which not 

only provides the conditions but also derives the requests of 

crowd intelligence fusion and collaboration. As mentioned 

above, CrowdHMT is presented as a new paradigm that 

promotes efficient collaboration, self-motivated organization, 

and continuous learning over multiple heterogeneous agents of 

human, machine, and IoT. Therefore, CrowdHMT provides 

promising directions to optimize the full lifecycle of industrial 

product design, development, manufacturing, and service 

management.  

 

Fig. 4. Crowd smart-space model for manufacturing industry. 

Recently, we are engaged in a project supported by the 

National Key R&D Program of China, which explores the 

building of high-level crowd intelligence space for intelligent 

manufacturing based on the deep fusion of human, machine and 

IoT (as shown in Fig. 4). It takes into account the underlying 

complex association among human, machine, IoT agents in 

manufacturing industry. Moreover, it explores the mechanism 

between the collaboration patterns of heterogeneous agents and 

the manufacturing quality and efficiency. We introduce some 

research practice we have carried out in the project as follows.  

(1) Crowd knowledge transfer in manufacturing 

In the manufacturing environment with open domain, the 

diverse target platforms, opportunistically connected entities, 

and continuously evolved manufacturing application scenarios 

usually challenge the performance of an existing intelligent 

model (e.g., deep learning model). To this end, we propose to 

comprehensively utilize meta-learning, multi-task learning, 

federated learning and other advanced learning techniques for 

enabling cross-agent or cross-scenario crowd knowledge 

transfer. The following is an example in the surface defect 

detection scenario. 

Surface defect detection is very important in the 

manufacturing industry to guarantee the product quality. 

Automatic surface defect detection can timely find and 

eliminate the hazards of such defects on either aesthetics or 

functionality. Therefore, computer vision-based automatic 

detection methods are gradually replacing manual methods and 

benefiting a wide range of domains, such as machinery and 

aerospace manufacturing. Specifically, surface defect detection 

consists of two sub-tasks: defect recognition and localization. 

The prior is to recognize which types of defects exist, while the 

latter provides the exact location of the defects. Currently, the 

deep learning-based method (e.g., YoLov3 [50], Faster RCNN 

[51]) becomes a widely-used method to object detection tasks, 

which enables the selection of a candidate box for the target 

defect and then categorizes the target. However, such methods 

fail to work well in practice, especially in the cases of newly 

established product lines or new products. This is because the 

 

Fig. 3. The framework of MetaStore [49].  
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sample distribution of defect categories is always unbalanced 

and some categories even have extremely few samples in the 

collected training dataset. Subsequently, when these 

unbalanced samples are directly fed into the training phase, the 

features extracted by the regular training scheme may lose 

structural information of few-sample categories across several 

downsampling layers.  

 

Fig. 5. The framework of TL-SDD [52].  

To address the issues mentioned above, we propose a 

Transfer Learning-based method for Surface Defect Detection 

(TL-SDD) [52] which contains a two-phase transfer learning 

scheme and a novel Metric-based Surface Defect Detection (M-

SDD) model (as shown in Fig. 5). In particular, the two-phase 

transfer learning scheme aims at transferring the positive 

knowledge from common defect categories to few-sample 

defect categories. In the first phase, we obtain a pre-trained 

defect detector with common defect samples and then fine-tune 

it with few-sample defect category data. In M-SDD model, 

feature fusion is adopted in the feature extraction module to 

prevent the loss of structural information. To leverage plenty of 

common defect categories and quickly adapt to the few-sample 

defect category, we design a distance metric module to 

categorize the defects instead of the fully connected network. 

Besides, we add a feature reweighting module trained in 

parallel with the feature extraction module. This module 

transforms examples to a reweighting vector that indicates the 

importance of features. Using Faster R-CNN as the base 

detector and choose ResNet-101 as the backbone, we compare 

our model with four baseline methods, i.e., Faster R-CNN [51] 

and three of its variants. The experimental results indicate that 

the detection performance of the proposed method outperforms 

other baselines by up to 11.9% in terms of accuracy. 

(2) Context-adaptive collaborative device computing 

In addition to the above surface defect detection application, 

a wider range of embedded facilities in the open domain 

manufacturing environment are integrated with intelligent 

functions to facilitate all aspects of manufacturing. For example, 

conveyor-based product sorting, mobile vehicle-based material 

delivery, camera-based anomaly detection. There is a growing 

trend to bring deep learning (e.g., DNN) powered intelligence 

into the local side of embedded devices, which benefits the 

reduction of response latency and the preservation of data 

privacy. However, it is non-trivial to deploy the computational-

intensive DNN on mobile and embedded platforms with tightly 

limited resources (e.g., storage, battery).  

Given those challenges, prior works have investigated 

different DNN specialization schemes to explore the desired 

trade-off between task performance (e.g., recognition accuracy, 

latency) and resource constraints (e.g., battery and storage 

budgets). The current studies either leverage hand-crafted DNN 

compression techniques, i.e., for optimizing DNN relative 

performance (e.g., parameter size), or on-demand DNN 

compression methods, i.e., for optimizing hardware-dependent 

metrics (e.g., latency), require offline retraining to ensure 

accuracy. Also, none of them has correlated their efforts with 

runtime adaptive compression to consider the dynamic nature 

of the deployment context of mobile applications. Actually, 

during the embedded device use, the device battery is 

dynamically consumed by the DNN execution and the memory 

access, and the storage unit is also dynamically occupied by 

other applications, resulting in various storage budgets for DNN 

parameters. Therefore, we face a common problem: how to 

automatically and effectively re-compress DNN at runtime to 

meet dynamic demands in intelligent manufacturing scenes? 

Technically, we face two challenges: (1) It is non-trivial to 

continually scale up/down the DNN compression 

configurations, including both architectures and weights, to 

meet the dynamic optimization objectives on DNN 

performance (e.g., accuracy, latency, energy consumption) on-

the-fly. (2) It is intractable to provide an effective solution to 

the runtime DNN performance optimization problem. 

Moreover, it is difficult to systematically balance the 

compromising of multiple conflicting and interdependent 

performance metrics (e.g., latency, storage and energy 

efficiency) by merely tuning the DNN compression methods.  

 

Fig. 6. The framework of AdaSpring [53].  

Given those challenges and limitations, we present 

AdaSpring [53], a context-adaptive and runtime-evolutionary 

deep model compression framework, as shown in Fig. 6. It 

continually controls the compromising of multiple performance 



IEEE INTERNET OF THINGS JOURNAL 

 

9 

metrics by re-selecting the proper DNN compression 

techniques. We formulate the problem of runtime reselection of 

DNN compression techniques by a dynamic optimization 

problem. Furthermore, we model the dynamic context by a set 

of time-varying constraints, such as the accuracy loss threshold, 

latency and storage budgets, and the relative importance of 

objectives. To present a heuristic solution to this ticklish 

problem and eliminate the runtime retraining cost, we decouple 

offline training from online adaptation by putting weight tuning 

ahead in the training of a self-evolutionary network. The self-

evolutionary network consists of a high-performance backbone 

network and multiple compression operator-variants. 

Furthermore, we present an efficient and effective search 

strategy. It involves an elite and flexible search space, the 

progressive shortest candidate encoding, and the Pareto 

decision-based runtime search algorithm to boost the locally 

online search efficiency and quality.  

Using five mobile applications across three platforms and a 

real-world case study of DNN-powered sound recognition on 

NVIDIA Jetbot, extensive experiments validate the 

performance of AdaSpring on continually optimizing DNN 

configurations. It adaptively adjusts the compression 

configurations to tune energy cost by 1.6mJ~5.6mJ, latency by 

1.3ms ~ 10.2ms, and storage by 201KB~1.9MB, with 2.1% 

accuracy loss. And the online evolution latency of compression 

configurations to meet dynamic contexts is 6.2ms. 

 

Fig. 7. A case study of AdaSpring on NVIDIA Jetbot. 

We deploy AdaSpring on a commercial mobile robot 

platform (i.e., NVIDIA Jetbot) and conduct a one-day 

experiment (09:00 to 17:00) to continually optimize the DNN 

configurations for a sound assistant application (i.e., UbiEar 

[54]). Figure 7 illustrates the dynamic deployment context (i.e., 

energy, storage, event happening frequency) of the DNN for the 

continuous sound sensing application. In the experiments, the 

Jetbot’s capacities of remaining battery and available L2-Cache 

dynamically change, which results in diverse performance and 

budget demands on DNN. At the same time, the sound 

emergency frequency will indirectly influence the battery’s 

power. AdaSpring triggers the runtime DNN evolution block by 

a pre-defined frequency (e.g., every 2 hours) to shrink DNN 

configurations. It enables the adaptive selection of the best 

compression strategies to shrink DNN configurations.  

Orthogonal to the above idea of compressing DNN for 

reducing the resource cost of DNN inference on a local device, 

DNN partition techniques [30] aim at uniting more computing 

resources by collaboratively deploying DNNs on multiple edge 

devices. Specifically, DNN model partition methods select the 

best partition point according to the overall performance 

requirements and the distributed resource budgets. Then 

different partition parts of the DNN model can be deployed on 

multiple devices for broadening the overall resource budgets. 

Despite the significant progress in existing efforts, such as 

Neurosurgeon[30], DDNN[55], and DADS[56]. All of them 

ignore the importance of the real-time adaption to the dynamic 

deployment context, and the majority of existing methods are 

costly to re-run to find the new partition solution when the 

deployment context changes. For instance, DADS takes about 

18 seconds to find an optimal partition for the GoogleNet model 

deployed on Raspberry Pi 4B. However, it is necessary yet 

challenging to quickly adapt to the dynamically changing 

context, which mainly has the following challenges: (i). the 

deployment context of DNN models is constantly changing. 

How to realize the real-time perception of context change, and 

further map them into resource constraints understandable by 

the model is a challenge; (ii). the partition state of the model 

should be automatically adjusted according to the dynamic 

context to achieve efficient inference. 

In view of these challenges, we propose Context-aware 

Adaptive Surgery (CAS) [57], a framework to automatically 

partition DNNs for accelerating the inference process, and 

quickly adapt to the dynamic context. We formulate the optimal 

DNN partition as a runtime search problem under resource 

constraints and performance requirements, and propose a 

Graph-based Adaptive DNN Surgery (GADS) algorithm to 

realize efficient search. The CAS framework has three blocks, 

i.e., context perception, partition state graph construction, and 

graph-based adaptive DNN surgery, as shown in Fig. 8. 

Specifically, the context perception block first actively 

perceives the dynamic context of edge devices, including 

platform resource constraints, task performance requirements, 

etc. The partition state graph construction block takes the model 

structure and context as the input to construct the partition state 

graph and profile all partition states. Finally, the GADS 

algorithm quickly searches for the most suitable partition point 

under the current context.  

 

Fig. 8. The framework of CAS [57]. 

Notably, the efficiency of GADS is inspired by a novel rule, 

namely “the neighbor effect”, which is discovered through 

empirically studies with comprehensive experiments. The 

neighbor effect implies that, if the state of available resources 

changes within a threshold, the re-searching of the optimal 
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DNN partition solutions can start from the optimal solution of 

the previous resource state to boost its search speed. That is, we 

can find a new optimal partition solution around the previous 

solution. It is because that the continuity of the resource state 

changes in the multi-dimensional performance space, and thus 

the dynamic search for the optimal partition solution can start 

from the optimal solution of the previous state. Inspired by the 

neighbor effect, searching along the direction of the suboptimal 

solutions of the previous resource state is helpful to find the 

most suitable solution for the dynamic context quickly. The 

performance of CAS is validated on multiple datasets and DNN 

models by comparing with state-of-the-art methods. 

Experimental results demonstrate that the proposed GADS 

method realizes adaptive tuning of the model partition points 

within 0.1ms on average, and the total inference latency 

decreases up to 56.65% without accuracy drop. 

V. OPEN ISSUES AND FUTURE DIRECTIONS 

Despite the above research progress, there are still many 

open issues in CrowdHMT. For example, we observe that the 

majority of existing crowd intelligence studies only consider 

homogeneous agents (e.g., human community-based 

crowdsourcing [58], UAV cluster-based formation flight [59], 

and biological swarm-based dynamic models and optimization 

algorithms [60]). There are few studies about heterogeneous 

crowd collaboration, community co-evolution, and augmented 

human-machine intelligence. Therefore, more efforts and 

insights for these topics are crucial yet challenging, especially 

in the real-world scenarios, such as urban management, 

intelligent manufacturing, and military defense.  

To this end, we turn to trace the source of swarm intelligence 

and seek more inspiration from a wider range of areas, such as 

community ecology [61] and evolutional learning [62]. This is 

a promising way to solve the above problems and obtain 

harmonious interation among heterogeneous CrowdHMT 

agents. We present the open issues and future directions of 

CrowdHMT as follows. 

A. Community Ecology 

As mentioned above, controlling the interactions, i.e., 

collaboration and competition, between multiple heterogeneous 

CrowdHMT agents is an emerging problem. We identify the 

heterogeneous CrowdHMT system as an artificial community 

ecology. The term of “community ecology” [61] was coined by 

the German zoologist Ernst Haeckel in 1866, which refers to 

the study of the interactions between diverse species and their 

environment in the real-world ecosystem. Different from the 

ecology of individuals that focuses on one type of organism 

(e.g., humen, cats, or palm trees), community ecology 

emphasizes the complex interplay of species and the biological 

(e.g., the relationship between organisms of the same or 

different species) as well as the non-biological environment 

(e.g., soil, water, air, humidity, temperature, etc.). Subsequently, 

the science of community ecology is well established and 

comprehensive to study the interaction theory between species 

at all temporal and spatial scales [63]. However, there is still a 

big gap in applying them into the CrowdHMT system.  

Our key idea is to exploit the general interaction rules among 

the community ecology and effectively apply them to the 

interaction process between heterogeneous CrowdHMT agents. 

However, it is non-trivial to find the proper theory for 

harmonizing multiple human, machine and IoT agents in 

CrowdHMT system to obey the unified interaction rules. This 

is because different CrowdHMT agents always have highly 

heterogeneous characteristics and functionalities, and are only 

compatible with some specific communication protocols and 

decision policies. In particular, we face the following two tough 

challenges:  

⚫ How does the entire CrowdHMT system obtain the 

stability state by controlling the competition and 

cooperation between multiple heterogenous agents?  It 

is non-trivial to formulate the cooperation and 

competition rules for each kind of CrowdHMT agent, in 

a computable manner, for achieving the overall objective.  

⚫ How to effectively control the evolution of each 

CrowdHMT agent and the entire CrowdHMT system 

under the dynamically changing context? The natural 

evolution of each agent or the environment will affect the 

whole system’s characteristics. And, conversely, the 

system characteristics determine the evolution criterion 

of each agent to achieve the best fitness. 

 

Fig. 9. From community ecology to a harmonious CrowdHMT system.  

To solve the above challenges, we resort to the research on 

community ecology to seek more insights about managing the 

interaction and evolution of heterogenous CrowdHMT agents. 

As shown in Fig. 9, some studies have exploited the general 

rules of the community ecology in terms of population 

fluctuations [64], species richness [65], and community 

evolution [66]. We draw lessons from the following two 

directions.  

(1) Theory foundation. In community ecology, species 

compete for natural resources and then reach an equilibrium 

state through population fluctuations [67], e.g., competition, 

cooperation, mutualism, and predation. Specifically, one 

species may have the predation relationships with multiple 

species simultaneously, and show diverse predation preferences 

in different scenes. To formulate these cooperation, competition, 

and predation relationships in the complex ecosystem, the 

subtle information cycles and energy flows among them hold 

deeply scientific and mathematical mechanisms. Specifically, 

Schoener et al. [68] present the optimal foraging theory (OFT) 

to formulate the energy gain of predators and the hunting cost. 

It explores the predation decisions in food choice and other 

behaviors (e.g., habitat migration) for maximizing the energy 

gain rate. Also, there are competition and coexistence 

relationships among populations. Mittelbach et al. [69] 
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conclude that the key factor to establishing a coexistence 

prediction model lies in understanding the differences and 

complexity of the niches of species in the community, as well 

as how to map them to species coexistence. Besides, the most 

famous theory for explaining the stability of species richness in 

fluctuating environments is Intermediate Disturbance 

Hypothesis (IDH) [70]. It presents that the highest species 

richness can be maintained when the community is under 

moderate disturbance. Generally speaking, the hierarchical 

niches (e.g., location, computing resources, and functionalities) 

and balance-guided response decisions of each agent are 

important factors for the CrowdHMT system to achieve 

"dynamic equilibrium". And the coexistence of multiple 

CrowdHMT agents, i.e., the result of niche division, is also 

affected by the external environment and dynamic interactions. 

That is, understanding the CrowdHMT agent niche and 

mapping it to the system are key issues. 

(2) Community evolution. Previous efforts have formed a 

series of theories for community ecological evolution in both 

the micro and macro time-space granularities. In a nutshell, 

several factors, e.g., population characteristics, interaction rules, 

resource competition, and environmental changes affect the 

community evolution from different aspects. On the micro level, 

the community evolution of species traits exists within a few 

generations [71]. The species need to make rapid eco-

evolutionary feedbacks to response ecological changes. Becks 

et al.[72] find that the rapid evolution of species can resist or 

slow down the negative impact of external environmental 

degradation on species, referred to as evolutionary rescue. 

Gomulkiewicz et al. [73] further clarify that the key factor for 

the evolutionary rescue is the species adaption speed. On the 

macro level, Darwin et al. [74] propose the evolutionary tree to 

show how the community structure and biodiversity are formed 

in the evolutionary history. Phylogenetic studies [75] further 

suggest that species with similar niches have similar 

requirements for resources, thereby are likely to evolve in the 

same direction. Based on the above evolutionary rules, some 

recent works have investigated the algorithms and systems. For 

example, Tembine et al. [76] extend the evolutionary dynamics 

to mobile wireless networks, exploring the interaction behavior 

between mobile devices and the influence of wireless 

transmission channels on dynamic evolution. Nowak et al. [77] 

leverage the evolutionary game dynamics, i.e., reciprocal 

strategy, in finite populations to allow a single cooperator to 

confront a population of defectors. Furthermore, Howard et al. 

[78] propose Multi-Level Evolution (MLE) to design robots 

across multiple levels of niches, tasks, and environmental 

conditions to evolve together. 

In summary, inspired by the above thread of community 

ecology studies, CrowdHMT mainly focuses on the interaction 

and coevolution of heterogeneous human, machine, and IoT 

agents. First, the community ecology provides some general 

mechanisms and successful theories to the collaboration and 

competition between CrowdHMT agents. Second, the 

community ecology presents both micro and macro evolution 

perspectives for the inter-agents and intra-agents in 

CrowdHMT. Further efforts, however, are still needed to fill the 

gap between ecosystem and the CrowdHMT system in the 

social-cyber-physical space. 

B. Community Learning and Evolution 

From the systematic perspective, CrowdHMT aims to build 

a self-learning, self-adaptive, and continuous-evolving 

intelligent system with the deep fusion of heterogeneous 

human-machine-IoT agents. To achieve the aim, we present the 

following four promising research directions, i.e., policy 

evolution, cognition evolution, embodied evolution, and 

hardware evolution in CrowdHMT, as shown in Fig. 10.  

 

Fig. 10. Community learning and evolution from four aspects. 

Policy evolution. The heterogeneous agent in the 

CrowdHMT system should continuously evolve their 

collaboration or competition policies to satisfy the dynamic 

contexts and application demands. The evolutionary game [79] 

is an effective way to study the evolution of cooperation and 

competition policy in multi-agent groups. Different from the 

static equilibrium in traditional game theory, the “evolutionary 

game dynamics” emphasize the dynamics of equilibrium via 

continuous trial and feedback. It is just about how individuals 

in the group evolve their policies via a continuous game process 

for better reward [80]. The “evolutionary stable strategy” [81] 

and “replicator dynamics” [82] are a pair of the most important 

basic concepts in the evolutionary game theory, and they 

exploit the stable policies adopted by most individuals and the 

dynamic convergence process, respectively. As a stepping stone 

to this goal, DeepMind [39] presents the multi-agent 

reinforcement learning based algorithm to reach the top leagure 

of human players in the StarCraft II real-time strategy game. 

The authors leverage the social division and cooperation 

scheme and put forward the concept of league agents. Hamidou 

et al. [76] extend the evolutionary game framework to study the 

wireless channels and pricing problem. We conclude that the 

evolutionary game dynamics can benefit the CrowdHMT to 

solve the complex cooperation and competition policy 

optimization problems. 

Cognition evolution. DNNs are inspired by the deep 

hierarchical structures of human perception system, which have 

been widely used to stimulate the cognition intelligence in 

various domain applications, including computer vision, speech 

recognition, and natural language processing [62]. The DNN 

architectures, weights, and training schemes play key roles to 

the DNN’s cognition performance. Our key insight is that the 

DNN’s cognition ability in CrowdHMT should go through an 

evolution process as the same with that in the human lives to 
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accomplish challenging tasks in uncertain environments. That 

is, we should evolve the DNN architectures, weights, and 

training strategies to adapt to the new scenes at a low cost. 

“Neuro-evolution” is a closely related term, which is introduced 

by Ronald et al. in 1994 [83] to describe the automated network 

weight configuration using evolutionary algorithms. Stanley et 

al. [84] present the neuroevolution of DNNs to generate DNN 

weights, architectures with a simple, gradient-free, population-

based genetic algorithm. Such et al. [85] present the evolution 

method to train DNNs for reinforcement learning problems. 

Moreover, with the success of neural architecture search (NAS) 

studies, Elsken et al. [86] present the population-based 

evolutionary algorithm for automated, multi-objective NAS. 

However, despite the above efforts on solely evolving a single 

agent DNN, more insights on the evolution of multi-agent 

DNNs in CrowdHMT are needed. 

Embodied evolution. Different from the above policy or 

cognition algorithms, the notion of embodied intelligence 

places emphasis on the role of an agent’s body in generating 

behaviors and interacting with the surrounding environments. It 

can help us control the behavior of CrowdHMT agents. 

Historically, embodied intelligence originates from the bio-

inspired computational intelligence methods [87]. It is closely 

linked to the morphological computation and sensory-motor 

coordination in evolutionary robotics models [78]. A critical 

issue under this topic is embodied intelligence evolution, i.e., 

the agent must evolve its behavior for adapting to the dynamic 

environment. To address this issue, Auerbach et al. [88] place 

both the robot’s body plan and behavior control under 

evolutionary control to allow them successfully move over ice 

or flat ground. Moreover, to evolve diverse agent morphologies 

in the complex locomotion and manipulation environments, 

Gupta et al. [89] present the novel Deep Evolutionary 

Reinforcement Learning (DERL) framework. Specifically, they 

present the double-loop evolutionary learning mechanism. The 

inner loop leverages the Policy Gradient algorithm to allow the 

individual agent to perform the proprioception and external 

observation for learning the performance, while the outer loop 

adopts the tournament selection algorithm to randomly select 

four individuals at a time to maximize adaptability. This study 

yields scientific insights into how embodied evolution benefits 

the generation of intelligent agent morphologies via the passive 

physics of body-environment interactions. However, we still 

encounter some technical challenges. For example, how to 

reduce the evolution cost for obtaining a desired morphologies 

fitness to the dynamic environment situation? How to deal with 

the decentralized, parallel features of embodied evolution of the 

CorwdHMI system?  

Tackling these problems is necessary yet challenging. 

Specifically, in the decentralized CrowdHMT system, there is 

no central control, each agent should trigger and select 

evolution strategies based on the locally collected information. 

As mentioned in Section V.A, the key factor for the 

evolutionary rescue is the species adaption speed, therefore the 

agent needs to learn and evolve locally online in some latency-

sensitive and performance-sensitive cases. Some existing 

efforts, such as online learning of the decision policy of agent 

[90] and on-device adaptation of deep model [91], are related 

but still suffer from the thorny problem of how to balance the 

behavior dependence, training consumption, and evolution 

performance. 

 Hardware evolution. The hardware evolution aims to 

leverage the evolutionary algorithms to evolve the hardware 

and electronic system design for obtaining physical hardware 

adaptation, programmable logic self-organization, or self-repair 

[92]. One advantage is that hardware design process for 

robustness, scalability is automated and self-evolving, without 

human labors. The evolutionary hardware of CorwdHMI 

involves diverse agent platforms (e.g., FPGA, Raspberry Pi, 

and MCU), they can adjust the computation logic or resource 

schedule autonomously along with the environmental dynamic 

changes. Existing works have explored the evolving digital 

circuits, evolving derivation trees, evolving analogue circuits, 

and function level aspects. For example, the FPGA platform 

requires 2,000~30,000 architecture bits to configure its circuit, 

and its logic functions are used as primitive functions in the 

evolution process to optimize the high-level hardware functions, 

e.g., addition and subtraction [93]. Furthermore, to achieve the 

fast online evolution of hardware, the agent must adapt its 

hardware architecture in the real environment. For example, 

Thompson et al. [94] design a robot hardware controller that is 

evolved for wall-avoidance behavior. They implement the 

evolution of architecture bits in FPGA platforms to manage the 

functional blocks of the FPGA and their interconnections. 

However, we identify a raising problem in online hardware 

evolution, i.e., the difference between simulated environment 

and real-world one, which has a major impact on the 

performance of evolved hardware in the physical environment. 

Therefore, the online evolution of hardware is much required 

yet an open issue. 

C. Human-Machine Intelligence 

The deep fusion of human and machine intelligence from 

multiple CrowdHMT heterogeneous agents is another open 

issue. The research on the combination of human and machine 

intelligence has a long history. The concept of “Man-Computer 

Symbiosis” was presented by Licklider in 1960, and he 

described a vision for a complementary (symbiotic) relationship 

between humans and computers at a potential time of the future 

[95]. In recent years, with the development of computer 

software and hardware technology, the hybrid intelligence of 

human-machine collaboration is becoming a typical 

characteristic of the new generation of AI [96]. Although AI has 

more advantages than human in the fields of large-scale search, 

intensive computing, mass storage and iterative optimization, 

its cognitive ability is far behind the human brain.  

CrowdHMT aims to further promote the deep fusion of 

human intelligence and machine intelligence. On the one hand, 

human has shown the wisdom in the daily life, such as the 

ability of perception, comprehension and social interaction. 

However, they are limited in memory and computation. On the 

other hand, the machine is capable of performing a large 

amount of computation and storage effectively, and IoT agents 

can provide a wide range of sensing, distributed computing, and 
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collaborative movement. A lot of advanced machine learning 

and deep learning algorithms are proposed to automate 

knowledge discovery and event understanding. Therefore, the 

combination and collaboration of human and machine will 

boost the emergence and development of crowd intelligence or 

human-machine intelligence.  

Generally speaking, there are two ways to achieve human-

machine intelligence, as shown in Fig. 11. One is explicit 

human-machine intelligence fusion, e.g., Human-in-the-loop 

Hybrid-augmented Intelligence (HITL hybrid intelligence), 

which introduces the role of humans into intelligent systems, 

and forms a human-in-the-loop hybrid intelligence paradigm to 

improve the confidence of intelligent systems. The other is 

implicit human-machine intelligence fusion, e.g., Cognitive 

Computing based hybrid-augmented intelligence (CC hybrid 

intelligence), which imitates the human to improve the ability 

of perception, comprehension and decision-making, to make 

the best use of human knowledge. At present, the development 

of human-machine hybrid intelligence is still in its infancy, and 

both of these two forms are facing many challenges to achieve 

efficient hybrid intelligence for CrowdHMT. For example, how 

to break through the barriers of human-machine interaction and 

design appropriate intervention methods so that human 

knowledge can be naturally incorporated into machine learning 

training. How to combine the intuitive decision-making of 

human with the logical decision-making of machine to achieve 

efficient human-machine collaboration. How to design a task-

driven or concept-driven machine learning method, which 

could complete the target task based on the knowledge learned 

from a large number of training samples and human knowledge. 

 

Fig. 11. Human-machine intelligence in CrowdHMT system. 

There have recently been some studies that try to solve the 

above-mentioned challenges and combine the strengths of 

human and machine intelligence. Zhang et al. [97] propose a 

crowd-AI hybrid system for deep learning-based damage 

assessment (DDA) applications, named CrowdLearn. It 

leverages the crowdsourcing platform to troubleshoot, tune, and 

eventually improve the blackbox AI algorithms by welding 

crowd intelligence with machine intelligence, which could 

provide more reliable results taking into account domain 

experts. Cheng et al. [98] present hybrid crowd-machine 

learning classification models, and built an interactive machine 

learning platform, Flock. Specifically, classification models 

that start with a written description of a learning goal, use the 

crowd to suggest predictive features and label data, and then 

weigh these features using machine learning to produce models 

that are accurate and use human-understandable features. In 

addition to labeling samples in the training process of machine 

learning, human could provide the knowledge and guide the 

learning of agents at a more tactical level. Knox et al. [99] 

propose a framework of Training an Agent Manually via 

Evaluative Reinforcement (TAMER). Differing from previous 

approaches to interactive shaping, a tamer agent models the 

human’s reinforcement and exploits its model by choosing 

actions expected to be most highly reinforced. Furthermore, 

Warnell et al. [100] propose Deep TAMER, an extension of the 

TAMER framework that leverages the representational power 

of deep neural networks in order to learn complex tasks in just 

a short amount of time with a human trainer. Wilson et al. [101] 

propose a Bayesian model to solve the problem of learning 

control policies via trajectory preference queries to an expert. 

Specifically, the agent presents an expert with short runs of a 

pair of policies originating from the same state and the expert 

indicates which trajectory is preferred. The agent’s goal is to 

elicit a latent target policy from the expert with as few queries 

as possible. Zhao et al. [102] propose a convolutional neural 

network (CNN) model of visual attention for image 

classification inspired by the human vision system.   

In general, CrowdHMT, based on human-machine 

intelligence, further emphasizes the deep fusion of the cognitive 

intelligence of human, the computing intelligence of machine, 

and the sensing intelligence of IoT across human-machine-IoT 

space. First, the fusion of human and machine intelligence can 

improve the cognitive ability of machine, so as to design 

effective algorithms and models. Second, the fusion of human 

and IoT intelligence can enhance the performance of AIoT to 

improve distributed sensing, computing and learning 

capabilities. Finally, the fusion of machine and physical 

intelligence can improve the efficiency of data processing and 

promote distributed learning to save communication resources.  

VI. CONCLUSIONS 

This paper introduces a new computing and learning 

paradigm, Crowd Intelligence with the Deep Fusion of Human, 

Machine, and IoT (CrowdHMT). First, we illustrate the 

definition of CrowdHMT. Second, we investigate the research 

challenges and key techniques, such as the human-machine-IoT 

collaboration mechanism, self-organization and self-adaptation, 

crowd-agent-oriented distributed learning, and crowd transfer 

learning. Third, we present two major applications of 

CrowdHMT, including urban computing and intelligent 

manufacturing. Finally, we discuss the open issues and future 

directions of CrowdHMT, including community ecology, 

community learning and evolution, and human-machine 

intelligence.  

In the future, it is necessary to explore the relation between 

natural ecosystems and artificial swarm intelligence systems, 

and learn the mapping relationships to build a heterogeneous 

multi-agent group based on the collaboration and evolution of 

different species of the community. In addition, it is necessary 

to explore the distributed learning model in a multi-agent 

environment, and comprehensively utilize the interactions 

between species to enhance learning and evolving of 

heterogeneous multi-agent.  
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